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Classical tasks solved with GNNSs

Graph classification
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Usual structure of GNNSs
FO = F

FO+D — (F(l),A) 1=0....L—1

R = MLP (F<L>) —. GNN(F, A)




Usual structure of GNNSs

QP

Are (learnable)

Permutation

; | invariant
unctions | aggregator,
Convolutional like a2 sum
h; =¢ (Xi» Q; Cijlp(xj)\) Neighbourhood
JEN / of the i-th node

Source :


https://geometricdeeplearning.com/lectures/

Adversarial attacks
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Adversarial attacks

F, = F +0F,
A, = A+ A,

7
0A

Attacks do not break the properties of symmetry generally

Goal:



Remark on Nuclear Norm

ail
aip di2 a1

A= , vec(A) =
as; dA22 ai2

The 1-norm of the vectorisation is better suited for what we
do, and we will use such norm instead of the nuclear norm.



Our proposed architecture: CSGNN

P

(F<0>, A<0>) = (K (F,), A,
Ui (F,A) = F — hG(A)To (G(AFW;) WT

()

Ui (A) = A+ hio (M;(A))



Linear equivariant vector field

k
M(A) = k1A + kodiag(diag(A)) + 2731(141”1;&r +1,1 A) + kydiag(Al,,)

k k g
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+ (1, diag(A) I + ; " (diag(A)1,] + 1n(diag(4)) ")

M(PAPT) = PM(A)PT, (M(A)' = M(A)



Contractivity of feature updates

If 0 :R — R isanon-decreasing 1-Lipschitz
function, then the explicit Euler update is
contractive in the F-norm when h; < 2/||W;]|3:

|9 (F + 0F, &) — W (F,A)| < [|6F]r,

OF € R"*¢




Contractivity of adjacency updates

If 0 : R — R isanon-decreasing 1-Lipschitz
function, then the explicit Euler update is
contractive in the vectorized 1-norm when

2 9
th , ki=|a— |]€z|),()é§0
(2 Z?=2 |k2|) — : ( ;

This means that:
[vec(wh (A + 6.4)) — vec(wh(A))|| < IIvec(3A)])
5A c Rnx'n




Robustness of the network

If the assumptions of the two previous

theorems hold, and
AD =A® 154 FO = FO L §F

| [0F||F < €1, |[vec(0A)|]1 < e,
it follows

¢(D (PO, A0), D (R, A) ) = [fvec (A©) —vec (AP + P4 -]

L
<ée1+é2 (1 + ZLip (X,L',F(z'—l)> hz>

1=1
—=:€1+c¢C (hl




Experimental setup

Hyperparameter Range Distribution

input/output embedding learning rate [107°,1072] uniform

node dynamics learning rate [107°,1072] uniform

adjacency dynamics learning rate (107°,1072] uniform
input/output embedding weight decay [5-1078,5- 102] log uniform
node dynamics weight decay (5-1078,5-1072] log uniform
adjacency dynamics weight decay [5-1078,5-1072] log uniform

input/output embedding dropout 0, 0.6] uniform
node dynamics dropout 0, 0.6] uniform
share weights between time steps {yes,no} discrete uniform
step size h 0%, log uniform
adjacency contractivity parameter o [—2, 0] uniform
#layers L {2,345} discrete uniform
#channels c {8,16,32,64,128} discrete uniform




Some experimental results

Cora Citeseer
nettack metattack random | nettack metattack random

Method

CSGNNjoag; | 81.90 70.25 77.19 82.20 70.17 71.28
CSGNN 83.29 74.46 78.38 84.60 72.94 72.70

4— GCN-Jaccard —— Pro-GNN —#— Pro-GNN-fs
RGCN +— Mid-GCN&

We target the
nodes with
degree at least 10
and flip few of
their incident
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(a) Cora (b) Citeseer
Node classification accuracy (%) of ECSGNN and other baselines, Edges

under a targeted attack generated by nettack. The horizontal axis
describes the number of perturbations per node.



Some experimental results

Accuracy (%)

Accuracy (%)

—e— CSGNN
o— Pro-GNN-fs

—=— GCN

GAT —— GCN-SVD RGCN

(b) Citeseer

o CSGAN Classification
—— GCN
i GCN-Jaccard accu ra Cy for
—&— Pro-GNN
RO The Pubmed
GAT dataset using
—&— GCN-SVD
RGCN Nettack as attack
method.
s+— GCN-Jaccard —— Pro-GNN The adJacenCy

matrix is attacked by

adding random fake
edges, from 0% to

100% of the number

mwwww Of edges in the true
(c) Polblogs one.
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