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Brief introduction to graphs and Graph Neural Networks (GNNs)

The problem of adversarial robustness

Analysis of the GNN we propose

Numerical experiments
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Classical tasks solved with GNNs
Graph classification

Node classification
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Usual structure of GNNs
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Equivariant



Simple example of a GNN update



Adversarial Attacks for images 



Mathematically…
Building a network with a reduced sensitivity to these 

input perturbations, can be phrased as a constraint on the 
Lipschitz constant of the network, which should be “as 

small as possible” with respect to a suitable norm.



For graphs it is more complicated..

e.g. A hacker adding or removing
friendships on Facebook

Attack to the
connectivity
of the Graph



Adversarial attacks on Graphs

Attacks do not break the properties of symmetry generally

Goal:



Dynamical systems-based neural 
networks

Example 
(ResNet)



Our proposed architecture
Coupled Systems Graph Neural Network (CSGNN)

And the solution is approximated with Explicit Euler steps of 
“small-enough” step size to obtain the neural network.



Some details on the functions
Graph Gradient Operator

Linear Equivariant Map



Non-expansivity of the system

If                                                    , then for a suitable choice 
of the coefficient      , the two individual systems are 
contractive, i.e.

and there is a pair of constants                       such that the 
coupled system satisfies

(Result based on “Contractive Systems with Inputs”, Eduardo D. Sontag)



CSGNN



Focus on the feature updates

If                        is a non-decreasing 1-Lipschitz 
function, then the explicit Euler update is non-
expansive in the Frobenius norm for a small 
enough step-size, i.e.



Focus on the adjacency updates
If                        is a non-decreasing 1-Lipschitz 
function, then the explicit Euler update is non-
expansive in the vectorized 1-norm for a small 
enough step-size when

This means that:



Robustness of the network

If the assumptions of the two previous 
theorems hold, and

it follows 



Some experimental results

We target the 
nodes with 

degree at least 10 
and flip few of 
their incident 

edges 
Node classification accuracy (%) of ECSGNN and other baselines, 

under a targeted attack generated by nettack. The horizontal axis 
describes the number of perturbations per node.



Some experimental results

The adjacency 
matrix is attacked by 
adding random fake 
edges, from 0% to 

100% of the number 
of edges in the true 

one.

Classification 
accuracy for
The Pubmed 
dataset using

Nettack as attack 
method.
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attention


