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ABSTRACT

Graph Neural Networks (GNNs) have established themselves as a key component
in addressing diverse graph-based tasks. Despite their notable successes, GNNs
remain susceptible to input perturbations in the form of adversarial attacks. This
paper introduces an innovative approach to fortify GNNs against adversarial pertur-
bations through the lens of contractive dynamical systems. Our method introduces
graph neural layers based on differential equations with contractive properties,
which, as we show, improve the robustness of GNNs. A distinctive feature of
the proposed approach is the simultaneous learned evolution of both the node
features and the adjacency matrix, yielding an intrinsic enhancement of model
robustness to perturbations in the input features and the connectivity of the graph.
We mathematically derive the underpinnings of our novel architecture and provide
theoretical insights to reason about its expected behavior. We demonstrate the
efficacy of our method through numerous real-world benchmarks, reading on par
or improved performance compared to existing methods.

With Moshe Eliasof, Ferdia Sherry and Carola Schonlieb
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Classical tasks solved with GNNSs
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Usual structure of GNNs
FO =F
FU+D — (F(l),A) 1=0....L—1

FO) — MLP (F<L>) —: GNN(F, A)




Usual structure of GNNSs

Permutation invariant
aggregator,
like a sum

Convolutional

h; = ¢\ x;, @ Cijlp(xj)) Neighbourhood of the
JEN

7 i-th node

Source : https://geometricdeeplearning.com/lectures/
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Adversarial attacks

A, = A+5A, |64 < e
F,=F+6F |6F|r <eéo

Attacks do not break the properties of symmetry generally

Goal:

GNN(F,A) ~ GNN(F,, A,)



Remark on Nuclear Norm

The 1-norm of the vectorisation is better suited for what we
do, and we will use such norm instead of the nuclear norm.



Our proposed architecture: CSGNN

P

(FO, AD) .= (K(F,), A)
K; + K,LT
g 2

U (A) = A+ hio(M;(A))



Our proposed architecture: CSGNN

M(A) = k1A + kodiag(diag(A)) + g—jL(Alnl;Lr +1,1 A) + kydiag(Al,,)

]{75 T T k6 T k7 T 3z T
+ 5 (1 ALn)1nly, + (1, ALn)In + —5 (1, diag(4)) 1.1,

k k
+ 2 (1T diag(A) I, + —

n 2n

(diag(A)lI + 1n(diag(A))T)



Robustness of the network

Theorem 2 (Equation (§) can induce contractive node dynamics). There are choices of (W, K;) €
R™*™ x R°*€, for which the explicit Euler step in Equation (8) is contractive for a small enough

h; > 0, i.e.
pr’;gl (F+0F,A) — \IJ’X(F A)|r < ||6F||r, OF € R™¢, (10)

Theorem 3 (Equation (14) defines contractive adjacency dynamics). Letra < 0, 0 : R — R be
a Lipschitz continuous function, with o'(s) € [0,1] almost everywhere. If 0 < h; < h?dJ =

m, then the explicit Euler step

AD = Wl (ACD) = ACY 4o (M(ACD)), (15)

9 : L :
where k1 = (a — > o lki ), is contractive in the vectorized {* norm.

dDF®,A®) DEFED AD)) = || vec(AE) — vec(A) ||, + |[FE —FL) | ¢

L
< €1+ €9 (1 -} ZLip(Xi,F(i—n)hi)

=1
=:€&1+ C(hl, cony hL)EQ.




Experimental setup

Table 3: Hyperparameter ranges

Hyperparameter

input/output embedding learning rate
node dynamics learning rate
adjacency dynamics learning rate
input/output embedding weight decay
node dynamics weight decay
adjacency dynamics weight decay
input/output embedding dropout
node dynamics dropout
share weights between time steps
step size h
adjacency contractivity parameter o
#layers L
#channels c

Range

[107°,1072]
[107°,1072]
[107°,1072]
[5-1078,5-1072]
[5-1078,5-1072]
[5-1078,5-1072]
0,0.6]
(0,0.6]
{yes, no}
102, 1]
[_27 O]
{2.3.4.5}
{8,16, 32, 64,128}

Distribution

uniform
uniform
uniform
log uniform
log uniform
log uniform
uniform
uniform
discrete uniform
log uniform
uniform
discrete uniform
discrete uniform




Some experimental results

Cora Citeseer
nettack metattack random | nettack metattack random

CSGNNjoag; | 81.90 70.25 77.19 ‘ 82.20 70.17 71.28

Method

CSGNN 83.29 74.46 78.38 84.60 72.94 72.70

Table 6: The influence of learning the adjacency dynamical system \I!’;-ﬁ The results show the node
classification accuracy (%) with and without learning the adjacency dynamical system.

GCN-Jaccard —— Pro-GNN —#— Pro-GNN-fs
RGCN

We target the
nodes with
degree at least 10
and flip few of
their incident
edges

Accuracy (%)

(a) Cora (b) Citeseer

Figure 8: Node classification accuracy (%) of ECSGNN and other baselines, under a targeted attack
generated by nettack. The horizontal axis describes the number of perturbations per node.




Some experimental results
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Figure 5: Node classification accuracy (%) on the Pubmed dataset using nettack as attack method.
The horizontal axis describes the number of perturbations per node.

—eo— CSGNN —m— GCN —— GCN-Jaccard —— Pro-GNN

* Po-GNN-fs - GAT —+~GCN-SVD o RGCN The adjacency matrix is
attacked by adding
random fake edges,

from 0% to 100 %of the

number of edges in the
true adjacency matrix

Accuracy (%)
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(a) Cora (b) Citeseer (c) Polblogs

Figure 3: Node classification accuracy (%) under a random adjacency matrix attack. The horizontal
axis describes the attack percentage.




